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Abstract—Robots, particularly in service and companionship 
roles, must develop positive relationships with people they interact 
with regularly to be successful. These positive human-robot 
relationships can be characterized as establishing “rapport,” which 
indicates mutual understanding and interpersonal connection 
that form the groundwork for successful long-term human-
robot interaction. However, the human-robot interaction research 
literature lacks scale instruments to assess human-robot rapport 
in a variety of situations. In this work, we developed the 18-
item Connection-Coordination Rapport (CCR) Scale to measure 
human-robot rapport. We frst ran Study 1 (N = 288) where 
online participants rated videos of human-robot interactions 
using a set of candidate items. Our Study 1 results showed 
the discovery of two factors in our scale, which we named 
“Connection” and “Coordination.” We then evaluated this scale 
by running Study 2 (N = 201) where online participants rated a 
new set of human-robot interaction videos with our scale and an 
existing rapport scale from virtual agents research for comparison. 
We also validated our scale by replicating a prior in-person 
human-robot interaction study, Study 3 (N = 44), and found that 
rapport is rated signifcantly greater when participants interacted 
with a responsive robot (responsive condition) as opposed to an 
unresponsive robot (unresponsive condition). Results from these 
studies demonstrate high reliability and validity for the CCR 
scale, which can be used to measure rapport in both frst-person 
and third-person perspectives. We encourage the adoption of 
this scale in future studies to measure rapport in a variety of 
human-robot interactions. 

Index Terms—rapport; human-robot rapport; human-robot 
interaction; scale development 

I. INTRODUCTION 

Robots are progressively integrated into our daily lives in a 
wide range of roles, from providing customer services [1]–[5] 
to supporting children’s learning [6]–[9] and to assisting older 
adults with daily living tasks [10]–[14]. In these roles, robots are 
expected to establish harmonious long-term relationships with 
humans. But how can we characterize such relationships and 
measure them? A relevant construct discussed in human-robot 
interaction (HRI) literature is rapport. Establishing rapport 
between humans and robots builds trust and confdence [15], 
facilitates effective communication [16], [17], and aids in 

TABLE I 
CONNECTION-COORDINATION RAPPORT (CCR) SCALE 

Factor One: Connection Factor Two: Coordination 

Warmth 
Empathy 

Friendliness 
Sympathy 
Closeness 
Positivity 

Liking each other 
Enthusiasm 

Respect 
Getting along 

Excitement 
Connection 

Coordination 
Focus 

Attentiveness 
Smooth fow 

Equal participation 
Engagement 

The fnalized Connection-Coordination Rapport (CCR) Scale developed 
through Studies 1–3. Question wording: “Rate how much you think 
the following was present in the interaction.” A fve-point scale was 
used: Strongly Disagree, Disagree, Neither Agree or Disagree, Agree, 
Strongly Agree. Rapport calculation: (1) Average item ratings from the 
Connection factor, (2) average item ratings from the Coordination factor, 
and (3) average values from (1) and (2) to get one score for rapport. 

confict resolution [18] in human-robot teams. The emotional 
bonds and shared experiences formed in the process of building 
human-robot rapport contribute to increased user engagement 
with the robot [7], [8], [19], [20] and encourage further 
engagement with the robot even after its novelty effect wears 
off [21]. Thus, establishing positive human-robot rapport can 
facilitate harmonious long-term interaction [22], [23]. Despite 
rapport’s signifcance, the HRI community is currently lacking 
a validated scale to measure rapport across different contexts 
and interactions. In this work, we seek to develop a scale that 
measures rapport. 

An ideal rapport scale would directly measure the construct 
of rapport (and not an associated construct) and its development 
would follow traditional scale construct guidelines [24]–[27]. 
Previous scales that have been used in HRI to measure 
rapport all contain several weaknesses. For example, some HRI 
researchers have sought to measure rapport through related 
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constructs, including “attention” [7], [8], “positivity” [7], [8], 
“coordination” [7], [8], “closeness” [2], “satisfaction” [28], 
“self-connection” [2], “likeability” [15], and “desire to be co-
worker” [15]. Even though these constructs are likely to be 
positively correlated with rapport, they are different enough 
from rapport and thus are not direct measures of rapport. 

Other HRI researchers have used scales of rapport, but these 
scales mostly violate scale creation guidelines in two primary 
ways. First, several existing rapport scales use reverse-coded 
items, which are best to avoid because they can increase 
participants’ cognitive load and lead to lower response ac-
curacy [29]–[31]. Second, many current rapport scales include 
narrowly scoped items that are context-specifc, which reduce 
the usability of the scale [26]. It is best to construct scale items 
that are as general as possible so they can be applied in many 
different situations. Additionally, and specifc to rapport, all 
current rapport scales measure rapport only from a frst-person 
perspective. However, rapport is a construct that can also be 
perceived by an observer who does not necessarily need to be 
part of the interaction (from a third-person perspective). None 
of the current rapport scales considered this aspect of rapport 
in their scale design. 

The most cited rapport scale in the HRI literature is Rapport 
Scale 1 from Gratch et al. [32], which was developed to measure 
rapport between human and virtual agents. Rapport Scale 1 and 
its latest variant Rapport Scale 4 from Gratch et al. [33] have 
been adopted by multiple HRI studies [15], [18], [34]–[36], but 
they all contain reverse-coded items that reduce the quality of 
responses. For example, Rapport Scale 4 from Gratch et al. [33] 
contains reverse-coded items such as “I tried to communicate 
coldness rather than warmth.” Additionally, Rapport Scale 4 
is only measured from a frst-person perspective, which limits 
its usefulness. Finally, no clear psychometric validation was 
performed on this scale in Gratch et al. [33]. 

Many other rapport scales developed specifcally for HRI are 
quite context-specifc (e.g., [1], [19], [37], [38]), restricting their 
applicability. For instance, the 18-item Rapport–Expectation 
with a Robot Scale (RERS) from Nomura and Kanda [19] 
was adopted in a handful of HRI works (e.g., [39]–[41]), but 
it contains scale items related to hypothetical scenarios. To 
illustrate, RERS contains an item “If the robot has been staying 
with me since my birth, I will want to be together with it 
until my death,” which only applies to robots that could offer 
long-term companionship. RERS and the other human-robot 
rapport scales also measure rapport purely from a frst-person 
perspective. In fact, all current rapport scales in HRI and 
psychology literature focus on a frst-person perspective [1], 
[19], [32], [33], [37], [42]–[49]. Given these weaknesses with 
previous rapport scales used in HRI, we believe that there is a 
need to design a psychometrically validated rapport scale with 
short forward-coded scale items that can be used for a variety 
of robots and contexts. 

In this work, we present a validated scale, the Connection-
Coordination Rapport (CCR) Scale, to enable the measurement 
of rapport in human-robot interactions. This scale contains only 
short phrases in its scale items and can be used to measure 

rapport from both the frst-person and third-person perspectives 
in various contexts. In this paper, we frst introduce how 
we constructed the scale items based on our defnition of 
rapport. In Study 1, we discovered two factors in our scale via 
exploratory factor analysis (EFA) and named them “Connection” 
and “Coordination.” In Study 2, we then evaluated our scale 
with the latest version of the most cited rapport scale in HRI 
literature. In Study 3, we validated our scale in an in-person 
HRI study. The protocols for all studies in this paper were 
approved by the University of Chicago’s Institutional Review 
Board (IRB24-0884). 

II. DEFINITION OF RAPPORT 

A fundamental step in scale development research is to offer 
a concrete defnition of the construct that the researchers intend 
to measure, which subsequently guides the creation of relevant 
scale items [26], [27], [50]. Inspired by Tickle-Degnen and 
Rosenthal [51], we propose the following defnition of rapport: 

A feeling of mutual understanding and interpersonal con-
nection among individuals developed through interactions. 
This defnition aims to capture the essential components that 
characterize rapport by focusing on the importance of mutual 
understanding and interpersonal connection between two or 
more entities and by emphasizing that rapport is developed 
through the interactions between individuals. 

III. INITIAL SCALE ITEM GENERATION 

To generate a pool of scale items to measure rapport, we 
had three coders extract terms from ten dictionary defnitions 
of rapport 1. We also extracted phrases from rapport defnitions 
and rapport measures from the top 20 papers retrieved from 
Google Scholar with the search term “rapport” [32], [51]–[69] 
and the top 20 papers retrieved from Google Scholar using the 
search term “rapport in human robot interaction” [1], [3], [4], 
[7], [15]–[19], [28], [34], [37], [70]–[77]. 

Additionally, we conducted a pre-study (Study 0) where 
we collected and reviewed the general public’s perceptions 
of rapport to both verify our defnition of rapport and extract 
rapport-related terms. In Study 0, we asked online participants 
recruited from Prolifc platform to provide their own defnition 
of rapport and describe features of interactions characterized 
by low or high rapport. 51 participants (27 women, 23 men, 1 
non-binary; ages 19 to 77 years, M = 36.43 and SD = 11.96) 
took an average of 3.52 minutes (SD = 3.24 mins) to complete 
our study and were compensated with $1.25 USD. 

From the extracted rapport-related terms from dictionary def-
initions, literature identifed through Google Scholar searches, 
and general public understanding of rapport, we used the Delphi 
method [78] to group similar themes and generated a total of 
67 candidate scale items. After multiple rounds of internal 
review (e.g., comparing each item to our proposed defnition 
of rapport in Section II), we refned our list to 27 items that 

1American Heritage Dictionary, The Chambers Dictionary, Collins English 
Dictionary, The Merriam-Webster Dictionary, Oxford English Dictionary, 
Cambridge Dictionary, Dictionary.com, Vocabulary.com, Google’s English 
dictionary, and Oxford Learner’s Dictionaries 
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Fig. 1. Snapshots of the four videos (A) Exercise, (B) Service, (C) Companion, 
and (D) Argument used in Study 1. 

are positive characteristics of interaction (see Table II). The 
sources and reasons for keeping and rejecting each of the 67 
items are detailed in Supplemental Materials Table SI. 

IV. STUDY 1 (SCALE CONSTRUCTION) 

Our goal in Study 1 was to refne and solidify a set of scale 
items generated in Section III to measure human-robot rapport. 

A. Method 

We conducted an online between-subjects study asking 
participants to watch one video of a human-robot interaction 
and rate the 27 items in Table II based on the video they 
watched. 

1) Participants: We recruited 300 participants who were 
native English speakers through the Prolifc platform. The 
sample size of the participants was determined using the 10:1 
criteria, which recommends at least 10 participants per scale 
item to ensure reliable validation [79]. Data from 12 participants 
were removed because they failed one or more attention checks 
in our study. From the remaining 288 participants, 204 were 
White, 34 were Black or African American, 18 were Asian, 16 
were other ethnicity, 11 identifed as two or more ethnicities, 
and 5 preferred not to disclose. Participants’ ages ranged from 
18 to 75 (M = 35.92, SD = 10.85). 148 participants identifed 
as women, 133 as men, 6 as non-binary, and 1 preferred not 
to disclose. 

2) Materials (Videos): We had three independent coders 
evaluate 30 YouTube videos featuring human-robot interactions 
between a single robot and a single person and place them 
on a linear scale from low to high rapport. From this set, we 
then selected four videos [80]–[83] that varied in level of 
rapport, context, and robot characteristics. We labeled these 
videos as (a) Exercise – a humanoid robot plays ping pong 
with a human, (b) Service – a humanoid robot waiter converses 
with a human customer, (c) Companion – a humanoid robot 
encourages social-emotional learning with a child, and (d) 
Argument – a humanoid robot insults and fghts with a human. 
Snapshots of these videos are shown in Figure 1. We trimmed 
these videos to be under one minute to minimize participant 

TABLE II 
STUDY 1 EXPLORATORY FACTOR ANALYSIS (EFA) RESULTS 

Item Connection Coordination 

Warmth 
Empathy 
Friendliness 
Sympathy 
Closeness 
Positivity 
Liking each other 
Enthusiasm 
Deep conversation 
Respect 
Getting along 
Excitement 
Connection 

Coordination 
Focus 
Attentiveness 
Smooth fow 
Equal participation 
Engagement 

Enjoyment 
Agreement 
Understanding 
Trust 
Comfortable with each other 
Satisfaction 
Harmony 
Cooperation 

1.03 
1.00 
0.97 
0.92 
0.85 
0.84 
0.82 
0.76 
0.74 
0.74 
0.72 
0.71 
0.63 

-0.17 
-0.19 
-0.03 
0.05 
-0.15 
0.13 

0.64 
0.61 
0.58 
0.56 
0.52 
0.44 
0.42 
0.42 

-0.19 
-0.17 
-0.05 
-0.12 
-0.02 
0.10 
0.13 
0.02 
-0.22 
0.21 
0.25 
0.06 
0.23 

0.97 
0.95 
0.82 
0.79 
0.65 
0.60 

0.32 
0.35 
0.35 
0.37 
0.42 
0.50 
0.52 
0.54 

fatigue. The trimmed videos can be accessed with this Open 
Science Framework (OSF) link2. 

3) Materials (Scale Items): Participants were given the 
prompt “Rate how much you think the following was present 
in the interaction” to rate each of the 27 items listed in Table II 
on a fve-point Likert scale ranging from 1 (Strongly Disagree) 
to 5 (Strongly Agree). 

4) Procedure: After participants consented to join this 
study, they were randomly assigned to watch one of the four 
videos. Following the video, participants were instructed to 
rate the 27 scale items, which were presented in a randomized 
order. Participants were also asked to complete demographic 
questions, including gender, ethnicity, and age. Participants 
took an average of 3.23 minutes (SD = 2.10 mins) to complete 
the study and were compensated with $1.25 USD. 

B. Results 

We conducted an exploratory factor analysis (EFA) to 
determine the number of factors in our scale and the relevant 
scale items within each factor. Since Very Simple Structure 
(VSS), Empirical Bayesian Information Criterion (BIC), and 
Parallel Analysis all suggested a highly interpretable two-
dimensional structure, we ran EFA with two factors using 
promax rotation on participants’ responses. Upon examining 
the EFA results, we kept scale items that had one loading 
above or equal to 0.6 and had no cross-loadings above 0.3 
(suggested by [84], [85]). For the remaining scale items, we 

2https://osf.io/5ezga/?view only=f857949cfe1e49dd8f75ce1aac206b9f 
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inspected their overall internal reliability using Cronbach’s 
alpha and McDonald’s omega (α = 0.96, ωtotal = 0.97). Since 
it is common to name factors in EFA [86], we named the 
two factors using items’ contextual meanings: Connection (13 
items) and Coordination (6 items), as shown in Table II. 

C. Discussion 

In Study 1, we created a scale with 19 items to evaluate the 
construct of rapport. Through EFA, we discovered that our scale 
was multidimensional and had two core factors, Connection (13 
items) and Coordination (6 items). We thus named our scale 
Connection-Coordination Rapport (CCR) Scale and found the 
scale showed high reliability. 

To calculate a score for rapport with our CCR scale, we 
propose the following: (1) average the ratings from the items 
in the Connection factor, (2) average the ratings from the items 
in the Coordination factor, and (3) average the values from (1) 
and (2) to obtain a single score. The values from (1) and (2) 
can also be examined independently if the researchers prefer 
to focus on only one factor. 

V. STUDY 2 (SCALE EVALUATION) 

Our two goals in Study 2 were to evaluate our 19-item 
CCR scale from Study 1 with a different set of videos and 
compare its effcacy in measuring rapport with an alternative 
state-of-the-art scale. We selected the 11-item Rapport Scale 4 
designed to measure rapport between human and virtual agents 
from Gratch et al. [33] because it builds on prior versions of 
the scale [32], [87]–[93], with Rapport Scale 1 from Gratch et 
al. [32] being the most cited rapport scale on Google Scholar. 
We also chose to compare with this scale because the items 
can be easily modifed into a third-person perspective and they 
are more applicable to a wide range of scenarios as opposed 
to other human-robot rapport scales (e.g., [1], [19], [37]). For 
the rest of this paper, we will refer to the 11-item Rapport 
Scale 4 from Gratch et al. [33] as the Gratch Rapport Scale. 

A. Method 

We conducted an online within-subjects study asking par-
ticipants to watch a new set of four videos of human-robot 
interactions (see Figure 2) and rate our 19-item CCR scale and 
the Gratch Rapport Scale for each video. After watching and 
rating all four videos, we also asked participants to rank the 
videos from highest rapport to lowest rapport (cf. [50]). 

1) Participants: We recruited 250 participants through the 
Prolifc platform who were native English speakers. The 
sample size of the participants was also suggested by the 
10:1 criteria [79]. 49 participants were removed because they 
failed one or more attention checks. From the remaining 
201 participants, there were 125 White, 46 Black or African 
American, 12 Asian, 8 other ethnicity, 8 identifed as two or 
more ethnicities, and 2 preferred not to disclose. The age of 
the participants ranged from 18 to 69 (M = 36.11, SD = 11.46). 
105 of them identifed as women, 89 as men, 5 as non-binary, 
and 2 as other gender. 

Fig. 2. Snapshots of the four videos (A) Healthcare, (B) Hold Hands, (C) 
Pet, and (D) Conversation used in Study 2. 

2) Materials (Videos): As we did in Study 1, we selected 
another four YouTube videos [94]–[97] that were similarly 
involved interactions between a single robot and a single human 
but differed in the context of the situation from those used in 
Study 1. We labeled them as (a) Healthcare – a humanoid robot 
assists a dementia patient, (b) Hold Hands – a humanoid robot 
talks and holds hands with a person, (c) Pet – a dog-like robot 
acts as a person’s pet companion, and (d) Conversation – a 
humanoid robot holds a conversation with a human. Snapshots 
of these videos are shown in Figure 2. These videos were 
trimmed to be under a minute to minimize participant boredom, 
and they can also be accessed with this OSF link 3. 

3) Materials (Scale Items): We used the 19-item CCR scale 
developed from Study 1 (see the top 19 items listed in Table II) 
and the 11-item Gratch Rapport Scale [33] which was modifed 
to be in the third person (i.e., we replaced all occurrences of 
“I” with “the person” and all occurrences of “the listener” with 
“the robot”). For example, the frst scale item in the Gratch 
Rapport Scale was modifed from “I felt I had a connection 
with the listener” to “The person felt they had a connection with 
the robot.” In the modifed Gratch Rapport Scale, participants 
were given the question “Please indicate the degree to which 
you felt each of the following conditions during the interaction 
between the person and the robot” to rate the statements on a 
fve-point Likert scale ranging from 1 (Strongly Disagree) to 5 
(Strongly Agree) (see Supplemental Materials Table SII for the 
modifed Gratch Rapport Scale). 

4) Procedure: After completing a consent form, participants 
were asked to watch four videos in a randomized order. After 
watching each video, participants rated the video using both 
our 19-item CCR scale and the modifed Gratch Rapport Scale. 
When participants fnished watching all four videos, they were 
provided with our defnition of rapport (see Section II) and were 
asked to rank the four videos from lowest to highest rapport, 
using a scale with the following labels: Very Low Rapport, 
Low Rapport, High Rapport, and Very High Rapport. They 
were also asked to fll out demographic questions including 
gender, ethnicity, and age. Participants spent an average of 

3https://osf.io/5ezga/?view only=f857949cfe1e49dd8f75ce1aac206b9f 
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16.57 minutes (SD = 7.44 mins) completing the survey and 
were compensated $3.00 USD. 

B. Results 

Our overall goal was to evaluate our CCR scale via 
confrmatory factor analysis (CFA) and compare it with the 
current best available scale measuring rapport. 

We frst re-evaluated the scale items from our CCR scale 
within the context of the videos in Study 2 and found that 
the scale item “Deep conversation” was notably more context-
specifc than the other items (e.g., the Pet video in Figure 2C 
did not involve any verbal communication from the robot). We 
thus decided to remove “Deep conversation” from the CCR 
scale to make it more generalizable to a variety of robots and 
contexts (e.g., robots that communicate only non-verbally). For 
the rest of this section, we analyzed participants’ ratings for 
our CCR scale without “Deep conversation.” 

We then conducted a CFA on participants’ CCR scale ratings 
for the four videos to assess the underlying factor structure 
derived from EFA in Study 1. The CFA result showed that 
our CCR scale has a good ft based on Comparative Fit Index 
(CFI), Tucker-Lewis Index (TLI), and Standardized Root Mean 
Square Residual (SRMR): CFI = 0.997 (≥ 0.95), TLI = 0.996 
(≥ 0.95), and SRMR = 0.046 (≤ 0.08). Meanwhile, the Root 
Mean Square Error of Approximation (RMSEA) only indicates 
a moderate ft [98]: RMSEA = 0.096 (≤ 0.08). 

To compare our CCR scale with the Gratch Rapport Scale, 
we confrmed their strong correlation (R = 0.84, p < 0.001) to 
ensure they were both measuring the same construct of rapport 
and calculated their internal consistency with Cronbach’s alpha 
and McDonald’s omega. We found both scales were highly 
reliable: CCR scale (α = 0.97, ωtotal = 0.97) and Gratch 
Rapport Scale (α = 0.89, ωtotal = 0.94). 

Next, we compared the model ft of an ordinal regression by 
using participants’ video ranking of rapport as the dependent 
variable and the score of the scale as the independent variable 
to determine which scale is a better predictor of the raters’ 
rank orderings (cf. [50]). We frst found that both models are 
signifcantly better than chance (p < 0.05). We then evaluated 
how well each model fts the data by examining the Akaike 
Information Criterion (AIC) and found the model with our 
CCR scale has a signifcantly better model ft (AIC = 1874.23) 
compared to the model with the Gratch Rapport Scale (AIC = 
1914.33). Note that if a model is more than 2 units of AIC 
lower than another model, it is considered a signifcantly better 
model [99]. We also assessed the model ft by Nagelkerke 
Pseudo R2 

N and discovered the model with our CCR scale 
achieved a better model ft (R2 = 0.39) than the one with the N 
Gratch Rapport Scale (R2 = 0.35). Both AIC and Nagelkerke N 
Pseudo R2 

N show that the ordinal regression model with our 
CCR scale is signifcantly preferred over the model with the 
Gratch Rapport Scale. 

Lastly, we evaluated whether both scales could correctly 
identify the order of the four videos from lowest rapport to 
highest rapport according to the participant’s average ranking 
(Healthcare < Hold Hands < Conversation < Pet). As shown 

Fig. 3. CCR Scale and Gratch Rapport Scale could both accurately determine 
videos from the lowest rapport to the highest rapport, which is in line with 
the participant’s average ranking (Healthcare < Hold Hands < Conversation 
< Pet). Error bars show one standard error from the mean. 

in Figure 3, both scales accurately matched the participant’s 
rapport ranking for the four videos. 

C. Discussion 

We evaluated our CCR scale by asking a new group of 
participants to rate a new set of videos with robots that have 
different morphologies and behaviors. From the CFA results, 
we found our CCR scale has an acceptable ft. Our CCR scale 
also has excellent reliability as shown by Cronbach’s alpha 
and McDonald’s omega. Finally, our CCR scale showed a 
statistically better ft than the Gratch Rapport Scale. 

Study 1 and Study 2 have shown that the CCR scale has 
strong psychometric properties to measure rapport from a third-
person perspective by watching videos. However, the goal of 
many HRI researchers is to improve in-person human-robot 
interactions and assess the rapport a person senses between 
themselves and the robot from the frst-person perspective. 
Thus, additional validation of the CCR scale was required to 
examine whether it can accurately measure rapport in in-person 
human-robot interactions from a frst-person point of view. 

VI. STUDY 3 (SCALE VALIDATION) 

The main objective of Study 3 was to validate our CCR 
scale from a frst-person perspective in an in-person HRI 
study replicated from prior work. To determine which study to 
conduct, we reviewed past literature and found that perceived 
responsiveness could enhance well-being in relationships 
between humans [100], [101], humans and virtual agents [32], 
[59], [102], [103], and humans and robots [4], [104], [105]. 
In Birnbaum et al. [104], a robot’s responsive actions (e.g., 
head-nodding and displaying personalized text on its screen) 
increased the robot’s perceived sociability and competence. 
Additionally, Birnbaum et al. [104] showed the robot’s respon-
siveness raised participants’ desire for the robot’s companion 
and the frequency of their approaching behaviors towards the 
robot (e.g., shortening physical proximity to the robot, leaning 
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toward the robot, and maintaining eye contact with the robot). 
Given that other prior works also showed that human-robot 
rapport could be correlated with the robot’s head-nodding 
gestures [16], [17], [28] and people’s approaching behaviors 
towards the robot [2], [17], we chose to replicate the frst 
study of the two studies conducted in Birnbaum et al. [104] 
to investigate the correlation between the robot’s perceived 
responsiveness and rapport developed during the interaction. 
We hypothesized that people would feel stronger rapport when 
interacting with a more responsive robot than a less responsive 
one. 

A. Method 

We replicated the study method in Birnbaum et al. [104] 
by conducting an in-person between-subjects study where par-
ticipants interacted with either a responsive robot (responsive 
condition) or an unresponsive robot (unresponsive condi-
tion). In the study, participants disclosed a current problem, 
concern, or stressor across three messages to the robot. In 
the frst message, participants talked about the circumstances 
of the concern. In the second message, they discussed their 
feelings and thoughts about the concern. In the third message, 
participants shared more details that are crucial to the concern. 

In the responsive condition, the robot would nod its head 
and say one template-based sentence that was personalized 
and positive to the participant after they fnished giving their 
response for each message. For example, if a participant said 
they had hesitation to relocate to a new city for a higher-paying 
job, the robot would nod and say “it sounds like you are facing 
a very tough decision that can be challenging to navigate.” 
In the unresponsive condition, the robot would not perform 
any gestures, instead simply giving a one-sentence utterance 
that asked participants to move on when they completed their 
response for each message (e.g., “please go on to the next 
part”). The robot’s response timing and content were controlled 
by a Wizard-of-Oz operator. In the responsive condition, 
the Wizard-of-Oz operator could also customize the robot’s 
utterance. We show the message bank for the robot’s possible 
responses in Supplemental Materials Table SIII. When the 
interaction concluded, participants completed a questionnaire 
that contained our 18-item CCR scale. 

Since we did not have access to the non-humanoid robot 
(Travis) used in Birnbaum et al. [104], we used the Misty 
II robot instead. The Misty robot used both head nodding 
gestures and verbal language to deliver responses to participants, 
whereas the non-humanoid Travis robot in Birnbaum et al. used 
nodding gestures and displayed its responses as text on a screen. 
Further, we placed a laptop next to the Misty robot to remind 
participants of the prompt for each message (see Figure 4 for 
the study setup), while Birnbaum et al. did not include one 
in their setup. Despite these minor differences in the study 
protocol, the robot’s responsiveness remained as similar as 
possible – both robots provided nonverbal head nodding and 
provided the same content in their text and verbal responses. 

1) Participants: We determined the sample size of partic-
ipants a priori using a power analysis with a power of 0.8 

Fig. 4. In Study 3, a participant in the unresponsive condition disclosed a 
personal concern to the robot. 

and an effect size d of 0.8 at p < 0.05, which suggested 21 
participants for each of the two conditions. We recruited a total 
of 44 participants at Mindworks, a behavioral science museum 
in downtown Chicago. 16 participants were White, 5 were Black 
or African American, 15 were Asian, 5 were other ethnicity, 
and 3 were identifed as two or more ethnicities. Participants 
ranged in age from 18 to 79 (M = 34.41, SD = 15.46), and 26 
of them identifed as women, 16 as men, and 2 as non-binary. 

2) Materials (Scale Items): We incorporated our 18-item 
CCR scale shown in Table I to measure participants’ per-
ceived rapport with the robot. We also used the scale items 
from Birnbaum et at. [104] that measure perceived robot 
responsiveness, sociability, competence, and attractiveness, as 
well as participants’ desire for robot’s companionship (refer 
to Supplemental Materials Table SIV for the full list of 
questionnaire items). 

3) Procedure: After the participant provided their demo-
graphic data and consented to participate in the study, the 
experimenter instructed the participant to sit on a chair facing 
the robot. The experimenter told the participant a cover story 
that we were testing a newly developed speech-comprehension 
algorithm for the robot and asked them to disclose a current 
problem, concern, or stressor to the robot by separating it into 
three messages. Participants were asked by the experimenter 
to say the statement “and that’s it” when they fnished saying 
each message to signal the robot that they were done speaking. 
In reality, this was the signal for the Wizard-of-Oz operator 
to control the robot’s gestures and speech according to the 
designated condition. The experimenter then left the room and 
participants were given a maximum of 3 minutes per message to 
talk about their problem. Following the interaction, participants 
completed a questionnaire and were debriefed to ensure they 
were comfortable with their participation. Participants took an 
average of 16.42 minutes (SD = 7.13 mins) to complete the 
study and were compensated with points equivalent to $4.00 
USD that could be redeemed for gifts at Mindworks. During 
the study, we recorded the participant’s interaction with the 
robot using two cameras. 

B. Results 

We frst calculated the correlation coeffcient between 
participants’ ratings of rapport from our CCR scale and their 
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TABLE III 
MEANS, STANDARD DEVIATIONS, T-TEST STATISTICS, P VALUES, AND EFFECT SIZES OF THE MEASURES IN STUDY 3 

Responsive Robot 
M SD 

Unresponsive Robot 
M SD 

t(42) p Cohen’s d 95% CI for d 

Connection-Coordination Rapport (CCR) Scale 
Connection Factor in CCR Scale 
Coordination Factor in CCR Scale 
Perceived Robot Responsiveness 

3.44 
3.36 
3.52 
3.46 

0.61 
0.68 
0.67 
0.93 

2.37 
1.95 
2.80 
1.55 

0.68 
0.71 
0.80 
0.55 

5.44 
6.76 
3.25 
8.31 

< 0.001∗∗∗ 

< 0.001∗∗∗ 

0.002∗∗ 

< 0.001∗∗∗ 

1.61 
2.00 
0.96 
2.46 

(0.92, 2.30) 
(1.27, 2.73) 
(0.33, 1.59) 
(1.67, 3.25) 

Perceived Robot Sociability 
Perceived Robot Competence 
Perceived Robot Attractiveness 
Participant’s Desire for Robot Companionship 

4.73 
4.03 
2.55 
2.09 

1.22 
1.46 
0.81 
1.09 

2.26 
2.32 
1.86 
1.21 

1.00 
1.27 
0.88 
0.37 

7.34 
4.16 
2.67 
3.62 

< 0.001∗∗∗ 

< 0.001∗∗∗ 

0.011∗ 

< 0.001∗∗∗ 

2.17 
1.23 
0.79 
1.07 

(1.42, 2.93) 
(0.58, 1.88) 
(0.17, 1.41) 
(0.43, 1.71) 

Participant’s Approach Behaviors 3.57 1.00 2.14 0.83 5.15 < 0.001∗∗∗ 1.52 (0.85, 2.20) 
Participant’s Self-disclosure 3.21 1.33 2.82 1.25 0.99 0.327 0.29 (-0.31, 0.89) 

(*), (**), (***) denote p < 0.05, p < 0.01, and p < 0.001, respectively. 

ratings of perceived robot responsiveness. As predicted, we 
confrmed that rapport and the robot’s responsiveness have 
a fairly strong correlation (R = 0.75, p < 0.001). We then 
used t-tests to analyze our data between the two conditions by 
replicating the approach of statistical analysis in Birnbaum et 
al. [104]. The results are summarized in Table III. 

1) Connection-Coordination Rapport (CCR) Scale: From 
participants’ ratings of the 18 scale items in our CCR scale, 
we found high internal consistency (α = 0.95, ωtotal = 0.96). 
We calculated the score of our CCR scale and found that, as 
predicted, participants in the responsive condition perceived 
signifcantly stronger rapport compared to those in the unre-
sponsive condition (see Figure 5 and Table III). 

We further examined participants’ ratings of the Connection 
and Coordination factors between the two conditions. Partici-
pants in the responsive condition rated the robot signifcantly 
higher for both the Connection factor and the Coordination 
factor than participants in the unresponsive condition (see 
Figure 5 and Table III). 

Fig. 5. Participants’ responses for the Connection Factor, the Coordination 
Factor, and the CCR Scale between the responsive condition and the 
unresponsive condition. Error bars show one standard error from the mean. 

2) Perceived Robot Responsiveness, Sociability, Competence, 
and Attractiveness: We averaged participants’ responses to the 
questionnaire items measuring perceived robot responsiveness 
(α = 0.96), sociability (α = 0.91), competence (α = 0.93), 
and attractiveness (α = 0.68). We found that participants 
in the responsive condition perceived signifcantly higher 
responsiveness, sociability, competence, and attractiveness from 
the robot compared to those in the unresponsive condition (see 
Table III for the statistics). These signifcant fndings replicated 
the results from Birnbaum et al. [104] except that participants 
in our study perceived the responsive robot as signifcantly 
more attractive than the unresponsive robot, where Birnbaum 
et al. observed no signifcant difference. 

3) Participant’s Desire for Robot Companionship: We took 
the average of the scale items that measure the participant’s 
desire for companionship by the robot (α = 0.84). Participants 
showed signifcantly more desire for the robot’s companionship 
when they were in the responsive condition as opposed to 
the unresponsive condition (see Table III). This successfully 
replicated the fnding in Birnbaum et al. [104]. 

4) Participant’s Approach Behaviors: We had three coders 
watch the videos and rate an overall score ranging from 1 to 5. A 
rating of 1 indicates that the participant displayed approaching 
behaviors (e.g., shortening physical proximity, leaning toward 
the robot, smiling, and maintaining eye contact) for less than 
20% of the time, and a rating of 5 indicates the participant 
showed those behaviors for more than 80% of the time. We 
calculated Krippendorff’s Alpha for inter-rater reliability by 
asking three coders to evaluate fve videos (α = 0.88) and then 
had two coders rate all videos. We averaged the two coders’ 
ratings for each video and found participants in the responsive 
condition showed signifcantly more approaching behaviors to 
the robot compared to those in the unresponsive condition (see 
Table III), successfully replicating the result in Birnbaum et 
al. [104]. 

5) Participant’s Self-disclosure: We also had three coders 
watch the recorded videos and rate each of them on a scale 
from 1 to 5. A rating of 1 denotes participant’s self-disclosure 
was very brief (e.g., spoke in one or two sentences) and 
lacked signifcant emotional depth, whereas a rating of 5 
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denotes participant’s self-disclosure was extensive (e.g., spoke 
in paragraphs) and provided deep emotional or personal insights. 
Three coders rated an overlapping set of fve videos (α = 0.91) 
and then two of them evaluated all videos. We took the 
average of the two coders’ ratings for each video and found no 
signifcant differences between the conditions (see Table III). 
This non-signifcant result again replicated the fnding in 
Birnbaum et al. [104]. 

C. Discussion 

The most important fnding in Study 3 was that participants in 
the responsive condition perceived signifcantly greater rapport 
(as measured by our CCR scale) compared to those in the 
unresponsive condition. This signifcant difference between 
participants’ ratings of rapport confrmed the construct validity 
of our CCR scale and gave support to our hypothesis that 
people establish deeper rapport with a robot when it is more 
responsive as opposed to less responsive. 

As we further analyzed participants’ ratings for the Connec-
tion factor and the Coordination factor in our CCR scale, we 
show in Figure 5 that the factors had similarly high ratings 
in the responsive condition, but they had markedly different 
ratings in the unresponsive condition where the Connection 
factor is rated lower than Coordination factor. This observation 
shows that while the absence of gestures and personalized 
speech from the unresponsive robot had a negative impact on 
both the Connection and Coordination factors, it had a greater 
infuence on lowering the ratings in the Connection factor than 
the Coordination factor. We postulate that the ratings for the 
Coordination factor did not drop as much due to the nature of 
the study design where the robot would respond immediately 
after the participants said “and that’s it”, making them think 
this was a relatively coordinated turn-taking interaction. If the 
unresponsive robot’s response is delayed or it speaks out of 
turn, we believe our CCR scale would still be able to capture 
the construct of rapport by yielding even lower ratings. 

VII. GENERAL DISCUSSION 

In this paper, we constructed the Connection-Coordination 
Rapport (CCR) Scale that effectively measures human-robot 
rapport. To create the CCR scale, we generated scale items 
using a mix of top-down approaches (cf. [50], [106], [107]) and 
bottom-up approaches (i.e., by soliciting defnitions of rapport 
from online participants). We found the CCR scale contains 
two underlying factors through EFA in Study 1 and confrmed 
it has an overall good ft by CFA in Study 2, both of which 
asked participants to watch videos of human-robot interactions 
and rate them with our rapport-related items. We also found 
that our CCR scale showed excellent internal reliability and 
performed better than the Gratch Rapport Scale [33], as shown 
by the model ft comparison of an ordinal regression based 
on the participant’s rapport ranking of the videos. In Study 
3, we validated our CCR scale by replicating a prior HRI 
study (Birnbaum et al. [104]), showing the expected signifcant 
difference in participants’ rating of rapport when they talked 
to a responsive robot as opposed to an unresponsive one. It 

is important to remember that the CCR scale is rigorously 
validated from both the third-person perspective (Studies 1 and 
2) as well as the frst-person perspective (Study 3). 

As shown in Table I, the fnal product of our 18-item CCR 
scale contains two factors (Connection and Coordination), 
which align cohesively with the defnition of rapport proposed 
in the prior psychology literature, Tickle-Degnen and Rosen-
thal [51]. Tickle-Degnen and Rosenthal proposed that rapport 
has three key components: mutual attentiveness, positivity, and 
coordination. In the CCR scale, we found participants mentally 
conceptualized scale items that describe mutual attentiveness 
and coordination (e.g., “Attentiveness”, “Coordination”) into 
one Coordination factor and considered items related to 
positivity (e.g., “Positivity”, “Liking each other”) as its own 
factor. The consistency of the conceptualization of rapport from 
Tickle-Degnen and Rosenthal [51] and the two dimensions 
of our CCR scale, therefore, provide additional validity and 
theoretical meaning to our scale’s ability to measure rapport. 

Our 18-item CCR scale has suffciently addressed the 
weaknesses in past HRI works attempting to measure human-
robot rapport. Improved upon past rapport scales (e.g., [19], 
[32], [33], [37]), we have made the items in the CCR scale brief 
and to the point, forward-coded, and applicable in a wide range 
of human-robot interaction scenarios. Further, similar to how 
trust scales in HRI are often designed to measure trust from a 
third-person perspective [108], [109], our scale can be directly 
used for evaluation of human-robot relationships from both frst-
person and third-person perspectives. Future HRI researchers 
can administer the CCR scale by having participants rate 
their relationship with a robot from a frst-person perspective. 
Additionally, a robot designer could use the CCR scale to 
evaluate robot designs through videos created using Wizard-
of-Oz methods before making signifcant prototyping efforts. 

Since our CCR scale has only been evaluated with human-
robot pairs, future work can test the scale with other pairs 
(e.g., human-human, human-virtual agent, or robot-robot pairs) 
to make the scale more generalizable while assessing its 
effectiveness. Rapport is also a construct that can be established 
when an interaction involves more than two individuals. Hence, 
future work can also apply the CCR scale to measure group 
rapport and compare its effcacy between frst-person and third-
person perspectives in an in-person experiment. Furthermore, 
we only validated the use of our CCR scale in short-term human-
robot interactions in this work. Future work must investigate 
the scale’s applicability to measure longer-term rapport. 

In this work, we present the Connection-Coordination Rap-
port (CCR) Scale, which has been psychometrically validated. 
We hope future HRI researchers can adopt our CCR scale to 
measure rapport between humans and robots in their research. 
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